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APPENDIX A

PROOF OF PROPOSITION1

A. Proposition 1

We show that the expected penalty of the environment,Cji(P), satisfies the required conditions

of non-stationary environment Model B [10]. In the following we assume that the initial action

probability profiles,P(0), which are selected by SUs satisfy the stability condition in (1). In

the case that this initial probability does not satisfy (1), one or more channels will be highly

overloaded and the probabilities of SUs collisions on those channels are increased dramatically.

Therefore, the corresponding SUs receive high punishments according to the proposed scheme

and gradually tune their channel access probabilities such that the stability condition of (1) is

satisfied. After this incurred delay, the learning process will continue until each SU settles in its

best strategy and the system becomes stable. That is, without lose of generality, we assume that

the initial time is set to zero and the initial probability,P (0), satisfy (1).

The required conditions for non-stationary environment Model B that must be satisfied are

[10]:

• Equation (19) is continuous in all of its arguments.

• The value of∂Cji(P)

∂pji
is positive as is shown in (27).
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Note that using the stability condition (1) for channelFi, the value ofµji − pjiλ
(SU)
j is

positive and hence∂Cji(P)

∂pji
> 0.

• We have∂Cji(P)

∂pjm
= 0, m = 1, 2, . . . , M, m 6= i and hence the required condition∂Cji(P)

∂pjm
¿

∂Cji(P)

∂pji
for m 6= i is satisfied.

• Cji(P) must be continuously differentiable in all its arguments. Equation (27) shows that

Cji(P) is continuously differentiable respect topji. In the following we compute the
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derivative ofCji(P) respect topki, k 6= j , k = 1, 2, . . . , N .
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Equation (28) shows that derivative ofCji(P) respect topki, k = 1, 2, . . . , N, k 6= j exists

and is positive.

• In this item we verify the Lipschitz continuity property ofCji(P) respect to all of its argu-

ments by showing that the derivative ofCji(P) respect topji andpki, k = 1, 2, . . . , N, k 6= j

are bounded. As we can see in (27) and (28),(µji−pjiλ
(SU)
j ) → 0+ and(µki−pkiλ

(SU)
k ) →

0+ are the critical points, but these points are bounded by the exponential function in the
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following limits:
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(30)

Therefore,Cji(P) is a Lipschitz function respect to all of its arguments with Lipschitz

constantK = sup ‖ ∇Cji(P) ‖.
Therefore, the proposed expected penaltyCji(P) for eachSUj on each channelFi follows the

non-stationary environment Model B properties. As we computed in Proposition 1, derivative

of Cji(P) respect topki, k = 1, 2, . . . , N, k 6= j is positive. Therefore, it is monotonically

increasing function respect top−j.

APPENDIX B

PROOF OF PROPOSITION2

We rewrite (20) for each components of4P(t) by using (18) as follow:
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Since
∑6

l=1 cl
ji = 1, i = 1, . . . , M we have:
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We can replace
∑M
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4pji(t) = −αpji(t)
2Cji(P(t))− αpji(t)Cji(P(t)) + αpji(t)

2Cji(P(t))

+ α
1

M − 1

M∑

m6=i

pjm(t)Cjm(P(t))

= −αpji(t)Cji(P(t)) + α
1

M − 1

M∑

m6=i

pjm(t)Cjm(P(t))

(33)

therefore, equation (21) can be concluded from (33).
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APPENDIX C

PROOF OF PROPOSITION3

Let defineK as the set of action selection probabilities for SUs:

K =

{
P =

[
pT

1 ,pT
2 , . . . ,pT

N

]T
, ∀j, i : 0 ≤ pji ≤ 1, ∀j :

M∑
i=1

pji = 1

}
(34)

It is clear thatK is a compact and convex set. It is also easy to verify that the value of

pji(t + 1), j = 1, . . . , N, i = 1, . . . , M which is computed by components of (23) is inK.

Therefore, equation (23) can be considered as a continuous mapping which is denoted byT (P) =

αf(P) + P from K to K.

By using Brouwer’s fix point theorem,T (P(t)) has at least one fix point which isP∗ = T (P∗)

and the sequence (23) converges to this fix point. The fix point ofT (P) can be computed as

P∗ = αf(P∗) + P∗. Sinceα is a non zero parameter thereforef(P∗) = 0.

Thus each componentfji(P
∗) = 0, j = 1, . . . , N, i = 1, . . . , M . Therefore, for eachSUj

there is a system of equations as follow:





1
M−1

∑M
m6=1 p∗jm(t)Cjm(P∗)− p∗j1(t)Cj1(P

∗) = 0

1
M−1

∑M
m6=2 p∗jm(t)Cjm(P∗)− p∗j2(t)Cj2(P

∗) = 0
...

1
M−1

∑M
m6=M p∗jm(t)Cjm(P∗)− p∗jM(t)CjM(P∗) = 0

∑M
i=1 pji = 1

(35)

We can conclude following system of equations from system of equations (35) for each

SUj, j = 1, . . . , N :





p∗jiCji(P
∗) = p∗jmCjm(P∗) i,m = 1, . . . , M

∑M
i=1 pji = 1

(36)

and therefore, the system of equation (24) can be concluded for whole system. It is clear that

the system of equation (24) has at least one solution because this solution is the fix point of the

continuous mappingT (P) overK which based on Brouwer’s fix point theorem this point exists

for T (P).
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APPENDIX D

PROOF OF PROPOSITION4 AND PROPOSITION5

A. Proposition 4

In order to investigate the Lyapunov stability, first of all, the origin is transferred to equilibrium

point P∗, and then a candidate for Lyapunov function is introduced in order to investigate the

stability of the discrete-time system (23) which is used in Algorithm 1. By using the following

transformation we shift the origin toP∗:

p̂ji(t) = pji(t)− p∗ji j = 1, . . . , N, i = 1, . . . , M (37)

First of all, we show that4 ˆP(t) has the components in form of4p̂ji(t) = −p̂ji(t)Cji(P(t)).

It is clear that4p̂ji(t) = 4pji(t). Therefore:

4p̂ji(t) = α

(
1

M − 1

M∑

m6=i

pjm(t)Cjm(P)− pji(t)Cji(P)

)

= α

(
1

M − 1

M∑

m6=i

(p̂jm(t) + p∗jm)Cjm(P(t))− (p̂ji(t) + p∗ji)Cji(P(t))

)

= α

(
1

M − 1

M∑

m6=i

(p̂jm(t) + p∗jm)Cjm(P(t))− p∗jiCji(P(t))− p̂ji(t)Cji(P(t))

)
(38)

If we consider an action selection probability matrixQ for SUs in whichqji = p∗ji, the value

of q̂ji and4q̂ji will be zero and we have:

4q̂ji(t) =

(
1

M − 1

M∑

m6=i

(q̂jm(t) + q∗jm)Cjm(Q(t))− q∗jiCji(Q(t))

)
= 0 (39)

It is clear that equation (39) is not dependent on valueq̂ji and therefore this equation is valid

for all transformation of action selection probability matrix, i.e.P̂. Using (38) and (39):

4p̂ji(t) = −αp̂ji(t)Cji(P(t)) (40)

Now we consider the following Lyapunov function which is used in [37]:

V (P̂) = −
∑

j

∑
i

p̂jiln(1− p̂ji) (41)
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and we investigate the properties of Lyapunov stability of the discrete-time system as follow:

• The Lyapunov function must be zero in equilibrium point.

V (P̂) is zero only when all of its argument̂pji = 0 which meansV (P̂) is zero inP∗.

• V (P̂(t + 1))− V (P̂(t)) < 0 ∀P̂(t). We investigate this property in the following equation:

−
∑

j

∑
i

[p̂ji(t + 1)ln(1− p̂ji(t + 1))− p̂ji(t)ln(1− p̂ji(t))]

= −
∑

j

∑
i

[(p̂ji(t) +4p̂ji(t))ln(1− p̂ji(t)−4p̂ji(t))− p̂ji(t)ln(1− p̂ji(t))]

= −p̂ji(t)
∑

j

∑
i

[(1− Cji(P(t)))ln(1− (1− Cji(P(t)))p̂ji(t))− ln(1− p̂ji(t))](42)

Since0 < 1−Cji(P(t)) < 1, therefore ifp̂ji(t) > 0, we can conclude that(1−Cji(P(t)))ln(1−
(1 − Cji(P(t)))p̂ji(t)) − ln(1 − p̂ji(t)) > 0 and if p̂ji(t) < 0, we can conclude that

(1 − Cji(P(t)))ln(1 − (1 − Cji(P(t)))p̂ji(t)) − ln(1 − p̂ji(t)) < 0 and thereforeV (P̂(t +

1))− V (P̂(t)) < 0 ∀P̂(t).

Therefore, using Lyapunov theorem, it is proved thatP∗ is an asymptotically Lyapunov

stable equilibrium point of the proposed scheme.

B. Proposition 5

Based on proposition 4, proposed algorithm reaches toP∗ in its convergence which is an

asymptotically Lyapunov stable point of the system. Hence, all of the initial points within the

domainK converge toP∗. If another equilibrium point such asQ∗ exists, all of the initial points

within the domainK will also converge toQ∗. This implies thatQ∗ = P∗, and therefore, the

equilibrium point of the proposed scheme is unique.
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